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Circumstantial Hallucinations in

LLM-generated summaries

Figure 1. GPT-4 infers the speakers are discussing ”their son”

even though that is not explicitly mentioned or discussed.

LLMs tend to generate plausible-sounding

hallucinations based on circumstantial

(but not direct) evidence in the dialogue.

New Taxonomy for hallucinations

Previously proposed error categories do not capture

LLM-specific hallucination types.

We suggest a more refined taxonomy that

integrates newly observed error types.

Prevalence of different types of

hallucinations across models

Surprisingly, LLMs do not always have a lower

hallucination rate than older fine-tuned models for

document summarization.

Figure 2. Each bar in this plot represents the proportion of

model-generated summaries with hallucinations.

Most hallucinations in LLMs are due to

circumstantial and world knowledge errors.They

exhibit fewer logical errors compared to older

models.

Figure 3. Error category proportions for each model in the

dataset.

Performance of factuality metrics on

Hallucination Types

Prompt-based metrics outperform QA/NLI metrics.

All metrics struggle with detecting circumstantial

hallucinations (Important to evaluate performance

of automatic metrics on newer models!)

Figure 4. Inconsistency binary detection per error category.

Figure 5. Inconsistent span detection (F1 scores per error

category).
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